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Generating a Dataset for Comparing Linear vs.

Non-Linear Prediction Methods in Education

Research

Elena Martinez∗, Jack Mauro†,

Faculty Advisor: Anna Bargagliotti‡

Abstract - Machine learning is often used to build predictive models by extracting patterns
from large data sets. Such techniques are increasingly being utilized to predict outcomes in
the social sciences. One such application is predicting student success. Machine learning
can be applied to predicting student acceptance and success in academia. Using these
tools for education-related data analysis, may enable the evaluation of programs, resources
and curriculum. Currently, research is needed to examine application, admissions, and
retention data in order to address equity in college computer science programs. However,
most student-level data sets contain sensitive data that cannot be made public. To help
facilitate research and the application of machine learning models to this field, we generate
an artificial student-level data set of 50,000 students to simulate college admissions data.
We generate this data set for public access and without privacy concerns. Once the data is
generated, we then analyze it using logistic regression, K-Nearest Neighbor, random forest,
neural networks, and XGBoost techniques to demonstrate and compare the type of analyses
that can be conducted on data sets of this type. Finally we provide an analysis on whether
the predictive gains of machine learning models outweigh the potential loss of interpretability
in comparison to classical statistical methods.

Keywords : machine learning; data generation; education; linear prediction; non-linear
prediction

Mathematics Subject Classification (2021) : statistics; data analysis

1 Introduction

While data analysis offers important insights for decision making, society has become
increasingly aware of the consequences of sharing private information with the public.
Although providing access to information such as patient histories or student academic
performance supports research in academic and professional settings, consumer protection

∗Loyola Marymount University Applied Mathematics and Computer Science double major
†Loyola Marymount University Applied Mathematics and Philosophy double major
‡Loyola Marymount University Professor of Mathematics
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acts prohibit sharing of patient and customer data. One example of such protection
acts is the Family Educational Rights and Privacy Act (FERPA). FERPA is a federal
law that protects students’ educational records and profiles. This regulation limits the
ability to publish education data sets with student information [3] and thus limits the
testing of models that might best capture student behavior. Artificial data sets, however,
can be simulated and can provide a playground for researchers to implement predictive
models, train algorithms, and test hypotheses. Such artificial data sets do not violate
privacy concerns and can be legally published for public use. In this paper, we discuss the
construction of such a data set and then compare the use of machine learning algorithms
and statistical models to analyze it. More specifically, the objectives for this paper are
threefold

1. Generate an artificial dataset of over 50,000 college applicants. Make dataset pub-
licly available through our Github link:
https://github.com/jmauro1/generated-education-dataset

2. Analyze the artificial data set using classical statistical techniques, i.e logistic regres-
sion, and machine learning techniques: K-Nearest Neighbor, random forest, neural
networks, and XGBoost techniques

3. Explore the relationship between the predictive gains of machine learning models
and the value of interpretability statistics of logisitic regressions

The second goal of this paper focuses on comparing traditional statistical method-
ologies to those put forth in machine learning. While data analysis in the social science
has a tradition of being focused on linear and logistic regression models, according to the
American Academy of Political Science and Social Science, ”machine learning methods
now provide us with better alternatives.” [2]. Machine learning models may introduce
a plethora of new ways to predict the outcome of a student based on known features.
Unfortunately, the equivalent of datasets like Imagenet [1] that pave the way for deep
learning in other fields does not exist in the social sciences. Due to privacy concerns and
the nature of social science data, it is rare to find a dataset that contains meaningful
information that is accessible to the public. The first goal of the paper addresses this
problem by providing a simulated realistic data set to work with.

2 Generating an Artificial Dataset

The NSF Grant entitled Equity of Access to Computer Science: Factors Impacting the
Characteristics and Success of Undergraduate CS Majors (Grant no. 2031907) uses a
large student-level data set consisting of admissions and retention from four universities
in the Western United States. These data provide student application records, admission
records, and for those who were admitted and attended, student course records for all
years at a university. The data used in the grant is restricted and not available for
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public use. However, we generate a public use artificial data set to use to study different
methodologies for predicting student success based on student characteristics.

The artificial data set we construct features 50,000 student entries where each entry
contains five student-level features. Each entry in the artificial dataset represents an
applicant to a university, and each feature represents a variable that captures information
that would typically be included in a student’s application to a university. We create
the artificial dataset using the Pandas and NumPy packages in Python. The following
sections explain in detail how each feature of the dataset was generated.

2.1 Dataset Variables

A total of eight variables are generated in the artificial data set (see Table 1). For each
student applicant, their race, gender, GPA, SAT score, and a socio-economic status (SES)
variable were generated. In addition, three acceptance output models were generated:
random acceptance, trained acceptance, and modeled acceptance; all three measured on
a binary scale of accepted or rejected.

Variable Name Variable Codomain

Race Race 1, Race 2, Race 3, Race 4, Race 5
GPA [0.0, 4.0]
SAT [400, 1600]
SES [0, ∞)

Gender Male, Female
Random Acceptance 0, 1
Trained Acceptance 0, 1
Modeled Acceptance 0, 1

Table 1: Features of Each Artificial Applicant

2.1.1 Race and Gender

To generate a realistic and authentic data set, we base our parameters off of the NSF
grant’s data set. The NSF data provides five racial categories across the institutions
included: Race 1, Race 2, Race 3, Race 4, and Race 5. Table 2 illustrates the proportion
of students in the data set of each different race by gender. Using the joint distribution,
we can generate the race and gender features for the simulated data.

3
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Male Female

Race 1 7.20% 6.39%
Race 2 20.68% 18.59%
Race 3 15.54% 23.64%
Race 4 2.72% 4.13%
Race 5 0.53% 0.58%

Table 2: Dataset Breakdown By Race and Gender

2.1.2 SES, GPA, and SAT Score

Next, we generate the SES, GPA, and SAT features. We jointly model these through
a multivariate Gaussian distribution. Table 3 shows the means and standard deviations
used for each of the features given a specific race and gender combination.

Race, Gender SES Mean SES STD GPA Mean GPA STD SAT Mean SAT STD

Race 1 Male 121428 149881 3.60 0.476 1515 308
Race 2 Male 68397 155398 3.59 0.476 1532 312
Race 3 Male 51514 66423 3.46 0.459 1263 277
Race 4 Male 64207 89952 3.33. 0.531 1307 293
Race 5 Male 835756 131112 3.52 0.47 161 318
Race 1 Female 104251 134816 3.71 0.439 1443 307
Race 2 Female 114165 143540 3.71 0.43 1365 313
Race 3 Female 44077 54385 3.54 0.449 1192 256
Race 4 Female 53708 75904 3.45 0.493 1252 282
Race 5 Female 74666 157799 3.58 0.484 1251 333

Table 3: SES, GPA, and SAT Means and Standard Deviations by Race

In addition, the correlations among these variables are extracted from the NSF data
and shown in Table 4.

GPA SES SAT

GPA 1 0.0770 0.2446
SES 0.0770 1 0.2073
SAT 0.2446 0.2073 1

Table 4: GPA, SES, and SAT Correlations

We can visualize the pairwise projection of the multivariate Gaussian distribution in
Figures 1, 2, and 3. This shows the joint distributions of each of pair of features in the
SES, SAT, and GPA.
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Figure 1: Projection of distribution of SES and SAT Scores

Figure 2: Projection of distribution of SES and GPA

Figure 3: Projection of distribution of GPA and SAT Scores
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2.2 Data Generation Process

2.2.1 Independent Variables

In order to generate each artificial student, first we simultaneously select a gender and
race for the student using the race and gender joint distribution described above. Based
on this selection, we then use the SES, GPA, and SAT means and standard deviations
that pertain to the selected race gender combination of the student. Using these values
and the correlation values listed in Table 4 we generate the following covariance matrix.

 (SES σ)2 (SES GPA corr) × (SES σ) × (GPA σ) (SES SAT corr) × (SES σ) × (SAT σ)

(SES GPA corr) × (SES σ) × (GPA σ) (GPA σ)2 (GPA SAT corr) × (GPA σ) × (SAT σ)

(SES SAT corr) × (SES σ) × (SAT σ) (GAP SAT corr) × (SAT σ) × (GPA σ) (SAT σ)2



We then run the multivariate normal command in Python to extract an SES, GPA,
SAT for this student from the corresponding covariance matrix. The Python code to
perform the steps described above can be found in Figure 4 below.

Figure 4: Python Data Generation Code

6
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2.2.2 Dependent Variables

Since this is an artificial dataset, there are no actual acceptance values for our ”students.”
Therefore, we generated three different approaches to determining acceptance.

1. Random Acceptance: The random acceptance model randomly determines if an arti-
ficial student is accepted to the university. We specify that each artificial student
has a 40 % chance of being accepted and 60% chance of being rejected from the
university. The random acceptance model acts as a baseline to assure that all of the
prediction methods in the following section of the paper are functioning properly.

2. Trained Acceptance: In this acceptance model, a logistic regression was run on 10%
of the NSF grant data with the input features for the logistic regression being the
exact same as the input features for the artificial students in the generated dataset
(race, gender, SES, SAT, GPA). Once estimated, we use the coefficients found from
the logistic regression and use them to determine whether an artificial student will
be accepted or rejected. A student’s acceptance is determined using the outputted
logit probability as the probability of acceptance.

3. Modeled Acceptance: This acceptance model follows the exact same process as the
Trained Acceptance model, but the logistic regression is trained on the entire NSF
grant data.

2.2.3 Final Dataset

The artificial data set that was generated has 50,000 students each with five features.
Each of the features was generated using parameters found in real data. In addition,
three different acceptance variables were generated per student. Figure 4 shows several
entries of the final generated dataset.

7
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Figure 5: Final Generated Dataset

With the artificial data set completed, then researchers can use it to investigate and
compare methodologies for predicting acceptance.

3 Predicting Acceptance

Machine learning is often used to build predictive models by extracting patterns from
large data sets. The introduction of machine learning into the social sciences can be ap-
plied to predicting student acceptances and success [4]. The artificial data set generated
above provides the needed data to explore the use of machine learning models on public
data. Using the generated data above, we implement both a classical statistical logistic
regression and five different machine learning techniques to compare their accuracy and
interpretability.

8
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To do so, we first split our data into a training set consisting of 80% of the artifi-
cial data set and a test set consisting of 20% of the artificial data set. Next, we run
the following models: (1) logistic regression, (2) support vector machine (SVM), (3) neu-
ral network (NN), (4) K-nearest neighbor algorithm, (5) random forest, and (6) XG Boost.

Each model predicts whether or not a student is accepted to the university the stu-
dent applied to. The accuracy of a model is calculated by 100∗ number of correct predictions

size of test set
where a

correct prediction signifies that the model correctly predicted whether or not the artificial
student was accepted to the university the student applied to.

The neural network used was a three layer neural network with linear layers, a stochas-
tic gradient descent optimizer, and ReLu nonlinearity between each layer. The logistic
regression and the support vector machine were the linear models used to predict accep-
tance, and the neural network, K-nearest neighbor algorithm, random forest, and XG
Boost were the nonlinear models used.

4 Logisitic Regression

A benefit of using linear predictive methods over non-linear predictive methods is the
advantage of interpretability. Linear predictive methods offer insight to which input
features influences the decision of the classifier whereas nonlinear methods do not.
In a logistic regression model, a 1 unit increase in a variable Xi results in a predicted βi,
where βi is the coefficient in the logit equation corresponding to Xi increase in the log
odds ratio. In other words, a 1 unit increase in Xi results in a predicted eβi − 1 increase in
the odds of getting accepted. The logistic regression output is given in Figure 6. From
this, we see that a 1 unit increase in a student’s SAT score results in a e.0219 − 1 = 2.2 %
increase in the odds of getting accepted, and a 1 unit increase in a student’s SES results
in a e.0703 − 1 = 7.3 % increase in the odds of getting accepted (using the trained acceptance
variable).

This interpretability is important in the social sciences as often the scope of research
is to find which influential factors are associated with specific outputs.

5 Model Comparison

The test accuracy percentage of each model is given in the table below. Since we have
three different possible dependent variables, there are 3 columns of accuracies: Random
Acceptance, Trained Acceptance, and Modeled Acceptance.

Table 5 below reveals that the Random Acceptance accuracy is similar across all
models - both linear and non-linear. In all cases, the accuracy reflects the 60 % probability
that was specified to define the random acceptance variable. When acceptance is defined
by Trained Acceptance and Modeled Acceptance, then there the predictability accuracy

9
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Figure 6: Output of the Logistic Regression with the Trained Acceptance as the dependent
variable

varies. In both cases, the linear models accuracies are lower than the non-linear models.
The Random Forest and the XG Boost both perform the best for both Trained and
Modeled Acceptance. K-Nearest Neighbor also performs well for the Modeled Acceptance.

Model Random Acceptance Trained Acceptance Modeled Acceptance
Logistic Regression 59.7 % 81.8% 81.3%

Support Vector Machine 59.7% 80.4% 80.4%
Neural Network 59.7% 96.3% 97.0%

K-Nearest Neighbor 53.7% 97.6% 99.9%
Random Forest 54.9% 98.3% 99.9%

XG Boost 59.7% 98.3% 99.9%

Table 5: Performance of different prediction models using the three acceptance models

6 Conclusion

6.1 Accuracy vs Interpretability

By comparing the performance of the linear and non-linear models, we see that the non-
linear predictive methods outperform the linear predictive methods when predicting the
non-random acceptance variables. This difference in accuracy, however, bears a trade off
because the nonlinear predictive methods do not offer the same interpretability demon-
strated usinf the linear predictive methods. For example, by using XG Boost, K-Nearest
Neighbor, or Random Forest techniques we obtain a prediction accuracy of nearly 100%.
We are not, however, able to understand the effect that changes to the independent vari-
ables have on our dependent variable. While we lose about 18.6% in accuracy using a
logisitic regression, we are able to determine the approximate effect that a change to either
SAT, GPA, or SES will have on whether or not a student is accepted using any of the

10
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three acceptance models. Future work to understand why the different accuracies occur
across the different models is worthwhile and likely will provide insight into what model
is best to use in what scenario. The artificial data set generated provides a playground
for researchers to investigate these differences in predictability.

6.2 Application of Work

While many are well-aware of the lack of women and under-represented minorities in the
tech industry, what is most alarming is that representation of these demographic groups
is not increasing. According to a 2021 study on women in technology, ”The percentage
of computing roles women hold has largely declined in the United States over the past
25 years” and ”unless we take action, the trajectory is unlikely to change.” The lack of
representation of women and minorities in computing is reflected in the share of black,
Latina, and Native American women receiving computing degrees. This share has declined
by one-third over the past decade, dropping from 6% to a 4% [6]. Research is needed to
unpack what factors impact the success of undergraduate computer science majors thus
allowing for policy to shift and help work towards addressing the lack of representation
in computer science education.
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